TIME SERIES FORECASTING

Introduction
Having spent two sessions of this course on regression analysis we can now move on to the other type of statistical forecasting methods, which all come under one general heading: time series methods. This section first discusses the basic components of a time series and then introduces a number of statistical tests that could help detect the presence of one of these components.

When you have worked through this section, you should be able to:

· Understand time series forecasting and recognise the basic components of a time series.
· Use a number of appropriate statistical tests to examine whether a time series has a trend.

· Obtain more practice in hypothesis testing.

Time series

Consider the following table showing the volume of sales of a product recorded over a 12-month period.

Table 4.1 Time series example


Month

Sales


January
 148


February
 112


March

 122


April

 135


May

 142


June 

 166


July

 188


August

 156


September
 154


October
 162


November
 189


December
 214

The above data shows the values of a particular variable (sales) over a period of time and it is a typical example of a time series. We can therefore define a time series as a set of observations taken over a specified period of time.

A time series can also be defined as data collected, recorded, or observed over successive periods of time, and it should be distinguished from cross-sectional data, which concerns data collected at a single point in time.

Some examples of time series are the weekly sales of ice creams recorded over the last year and the monthly rate of unemployment recorded over the last twenty years. 

Time series forecasting can then be defined as the type of forecasting where the value of a variable is to be predicted based on its past performance. In other words, time is the only factor that determines the value of the dependent variable.

Time series forecasting makes the assumption that the past is a good guide to the future. Although this assumption does not imply that history will repeat itself, it is expected that the past tendencies or patterns will continue in the future. 

Time series components
A time series pattern is assumed to be the result of certain component parts, which are trend, seasonal variation, cyclical variation and random variation. These component parts can be defined as follows:
Trend

Trend is the pattern of the variable observed over a fairly long period of time. It is the long-run direction of the series of data. The trend can increase or decrease at various rates, remain constant or change. A typical example of an increasing trend pattern is the need for more specialised staff in organisations in the last twenty years. A typical example of a decreasing trend pattern is the decline in death rate in the last fifty years due to advances in science. 

The following two graphs show what an increasing and a decreasing trend patterns look like.

Graph 4.1 Increasing trend
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Graph 4.2 Decreasing trend
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Seasonal variation

Seasonal variation is a fluctuation in the values of the variable that recurs at regular, periodic intervals over one year or less. It is a movement or variation that is repetitive and periodic – a regular pattern of variability. 

Seasonal variations can be the result of nature or human behaviour. An increase in the volume of sales of woollen coats or umbrellas in the winter is a typical example of a seasonal variation caused by nature. On the other hand, an increase in the volume of sales of suits during a period of sales in a department store is an example of seasonal variation caused by human behaviour.

The following graph shows a seasonal variation pattern. The data in that graph is quarterly and you could clearly see how the same pattern re-appears every four quarters.

Graph 4.3 Seasonal variation
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Cyclical variation

Cyclical variation refers to cycles, long-term swings of data points about the trend line. Cyclical fluctuations cover a fairly substantial period of time, usually requiring a time series that spans several years. Cyclical variations are often the result of business or economic cycles – as the economy swings from prosperity to recession. An example of cyclical variation is the Chinese economy since 1949.

The following graph shows a cyclical variation pattern. Note that the series spans several years to allow us to identify such a pattern.

Graph 4.4 Cyclical variation
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Random variation

Random variations, also known as irregular variations, are irregular fluctuations that occur by chance, having no specific identifiable or assignable cause. Because they cannot be predicted in a systematic way, they are not included in forecasting models.

An example of random variation is the effect that a strike in a factory has on production, or a famine on the development of an economy. Another typical example of this variation is the effect that the terrorist attacks on the World Trade Centre in New York had on many time series involving data collected over that period.

Some textbooks define an additional time series component (horizontal). As Farnum & Stanton (Farnum N.R. & Stanton L.W., (1989), Quantitative Forecasting Methods, PWS-KENT) explain, the simpler forecasting situations involve series whose ‘expected’ or average value remains relatively constant over the period for which the forecasts are being constructed. These kinds of stable series are often referred to as stationary or horizontal series, the latter term reflecting the fact that the graph of such a series will appear roughly parallel to the horizontal (time) axis. A stationary series is one which appears about the same, on the average, no matter when it is observed.

Time series forecasting

It is very important to be able to identify the various patterns that a time series might have, as these would influence the choice of the forecasting approach to be followed. For example, a number of statistical forecasting methods work better for non-trended data, whereas other forecasting approaches are more appropriate if the series exhibits a trend pattern.

The forecaster can identify whether any of the four components discussed in this section are present in a series by plotting the data on a simple scatter diagram (note that time will always be on the horizontal axis) or by using an appropriate statistical procedure. 

There are two ways in dealing with the components of trend, seasonal variation, cyclical variation and random variation in time series forecasting. The first is to take the series as it is and to apply averaging or exponential smoothing methods to it (these methods are covered in the next section). The other way is to use what is known as the time series decomposition approach, in which the several time series parts are decomposed and then re-combined to produce the forecast. This forecasting approach is not covered here but it is discussed in a number of forecasting textbooks. 

The rest of this section introduces a number of statistical tests that could be used to identify whether a time series has a trend (the first of the four time series components discussed in this section). The section is based on material adapted from Farnum & Stanton (Farnum N.R. & Stanton L.W., (1989), Quantitative Forecasting Methods, PWS-KENT).

Tests for identifying trend patterns
Although graphical displays are usually a good means for determining whether a series has a trend, it is sometimes difficult for the forecaster to reach such a conclusion. The statistical tests covered in this section aim to give the forecaster some more evidence about the nature of the series, particularly when the evidence from the graphical analysis is not very strong.

Statistical tests generally fall into two categories: non-parametric tests and parametric tests. Non-parametric tests require no assumptions about the nature of the probability distribution of the forecast errors. Parametric tests, on the other hand, require the forecast errors to be normally distributed. 

This section introduces four non-parametric tests: the turning points test, the sign test, Daniel’s test, and Kendal’s test. Parametric tests include the rule of thumb test, the mean square successive difference test, and the autocorrelation function test. Parametric tests are not covered here but the interested reader could refer to Farnum & Stanton (Farnum N.R. & Stanton L.W., (1989), Quantitative Forecasting Methods, PWS-KENT).

Formulating a hypothesis

As in the case of hypothesis testing used to test a regression model in the previous section, here we come across the idea of a hypothesis once again. This time we want to test the hypothesis that a series is stationary, a term that indicates a stable time series which does not exhibit any significant upward or downward trend.

The two hypotheses will be as follows:


H0 : The series has no trend


H1 : The series has a trend

Obviously, if there is enough evidence to reject the null hypothesis, then we can conclude that the series has a trend. If on the other hand there is not enough evidence to reject the null hypothesis, then we make the conclusion that the series has no trend.

The four tests covered in this section will be introduced through the following example.

Burglary rates example

Table 4.2 shows the burglary rate for a large city over a 20-year period. The data has been collected from a community located on the outskirts of a large metropolitan area. 

Table 4.2 Burglary rates data


Year
       Rate

Year
      Rate


1981
       1.37

1991
      3.96


1982
       2.96

1992
      4.19


1983
       1.91

1993
      2.71

 
1984
       3.10

1994
      3.42


1985
       2.08

1995
      3.02



1986
       2.54

1996
      3.54


1987
       4.07

1997
      2.66


1988
       3.62

1998
      4.11


1989
       2.91

1999
      4.25



1990
       1.94

2000
      3.76

The easiest way to analyse the above data is using a scatter diagram. The resulting graph will be as follows:

Graph 4.5 Burglary rates
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Although it appears that the series has an upward trend pattern, we might want to support such a conclusion by more evidence from an appropriate statistical test. The rest of this section introduces four different tests that could be used for this purpose.

Turning points test
The turning points test is based on the turning points in the series, which are the points where the series changes directions. This test is based on the fact that a trended series should have fewer turning points than a random one. 

The easiest way to identify the turning points in the series is by considering the first differences of the actual data. The first difference for a time period t is simply the actual data value for that period (Yt) minus the actual data value for the previous period (Yt-1). The notation Yt is used to indicate the actual value for a particular time period and the notation Yt-1 is used to indicate the actual value for the previous time period. If, for example, Yt corresponds to the volume of sales for period 25, Yt-1 will be the volume of sales for period 24. Similarly, if Yt is the volume of sales for June 2006, Yt-1 will correspond to the volume of sales for May 2006.

If Yt-Yt-1 is positive, that will indicate that the series went up in that time period. If Yt-Yt-1 is negative, that will indicate that it went down. A turning point is a time period whose sign is different from that of the next period.  

If the series is actually a random no-trend series, the sampling distribution of the number of turning points is approximately normal, even if the series does not have many data values. A test for stationarity may therefore be constructed using percentage points of the normal distribution.

The turning points test uses the following statistic:


Test statistic (moderate to large sample, n(10):


       U - (U

z = ---------



(4.1)


         (U

where: 


U is the number of turning points in a series of n observations


(U = [2(n-2)]/3


(U = ([(16n-29)/90]

Once the value of z has been computed using the above formula, it should then be compared to the critical value taken from an appropriate distribution, which in this case is the normal distribution (a copy of the normal distribution table is given in Appendix 1). If the absolute value of z is greater than the critical value in the normal distribution, then we have enough evidence to reject the null hypothesis and to conclude that the series has a trend. Note here that to be able to use the above procedure the data set must consist of at least ten data points (n(10). 

The following table shows the first differences for the burglary rate data set together with their signs and identifies the turning points in the series.

Table 4.3 Turning points test

	      T
	      Yt
	   Yt -Yt-1
	  Sign
	    TP

	      1
	     1.37
	
	
	

	      2
	     2.96
	     1.59
	     +
	    TP

	      3
	     1.91
	    -1.05
	      -
	    TP

	      4
	     3.10
	     1.19
	     +
	    TP

	      5
	     2.08
	    -1.02
	      -
	    TP

	      6
	     2.54
	     0.46
	     +
	

	      7
	     4.07
	     1.53
	     +
	    TP

	      8
	     3.62
	    -0.45
	      -
	

	      9
	     2.91
	    -0.71
	      -
	

	     10
	     1.94
	    -0.97
	      -
	    TP

	     11
	     3.96
	     2.02
	     +
	

	     12
	     4.19
	     0.23
	     +
	    TP

	     13
	     2.71
	    -1.48
	      -
	    TP

	     14
	     3.42
	     0.71
	     +
	    TP

	     15
	     3.02
	    -0.4
	      -
	    TP

	     16
	     3.54
	     0.52
	     +
	    TP

	     17
	     2.66
	    -0.88
	      -
	    TP

	     18
	     4.11
	     1.45
	     +
	

	     19
	     4.25
	     0.14
	     +
	    TP

	     20
	     3.76
	    -0.49
	      -
	


In the above table, any time that two successive first difference values have a different sign (i.e. either positive and negative or negative and positive), then there is a turning point in the series (shown as TP in the last column). The number of turning points in this case is 13. 

Using relation 4.1 we calculate the value of z to be 0.56. This is the value to be compared to the critical value in the normal distribution. 

A copy of the normal distribution table is given in Appendix 1. If we take the level of significance (remember that significance level is the probability of rejecting a true null hypothesis) to be 5%, then our non-rejection region of the distribution will be 95%. If the level of significance is split into two so that 2.5% can be taken in each tail of the distribution and the remaining non-rejection region of the distribution is also split into two, then the proportion of the distribution from its mean value to the critical value along each tail of the distribution will be 47.5% (or 0.475). All we need to do then in order to find what the critical value of the distribution is will be to take the row and column associated with that value in the normal distribution table.

The row associated with 0.475 in the normal distribution table corresponds to the value 1.9. Similarly, the column associated with 0.475 in the normal distribution table corresponds to the value 0.06. These two values added up together will give 1.96, which is the critical value in the distribution.

As the value of z (0.56) is smaller than the critical value in the normal distribution (1.96), we do not have enough evidence to reject the null hypothesis. We therefore conclude that the test has shown with 95% confidence that the series has no trend.

Sign test

Once the signs of the first differences have been determined another statistical test, the sign test, may be carried out with little additional calculation. 

As it was stated before, the data should be stationary in order to have a no-trend series. We can then assume that the first differences of a stationary series are also stationary, with an average value of zero.

The sign test uses the following statistic:


Test statistic (large sample, n(20):


       V - (V

z = ---------



(4.2)


         (V

where: 


V is the number of positive first differences in a series of n observations


(V = n/2


(V = ((n/4)

Once the value of z has been computed using the above formula, it should then be compared to the critical value taken from an appropriate distribution, which in this case is again the normal distribution. If the absolute value of z is greater than the critical value in the normal distribution, then we have enough evidence to reject the null hypothesis and to conclude that the series has a trend. Note here that to be able to use the above procedure the data set must now consist of at least twenty data points (n(20). 

Returning to the burglary rate example, we can see that the number of positive first differences is 10. Using relation 4.2 we calculate the value of z to be zero. Since this value is smaller than the critical value in the normal distribution (which for a significance level of 5% is 1.96), then we do not have enough evidence to reject the null hypothesis. We therefore conclude that the test has shown with 95% confidence that the series has no trend.

Daniel’s test
Daniel’s test is based on another correlation coefficient known as Spearman’s correlation coefficient ((). To accomplish the test, ( is computed for the n pairs (t, Yt), and is then tested for significance using Spearman’s distribution for small data samples or the normal distribution for larger samples.

Daniel’s test uses the following statistic:


Test statistic (small sample, n(30):



  6(dt2

( = 1 - ---------



(4.3)



n(n2 - 1)

 
where: 


dt = t - rank of Yt

n is the number of observations


Test statistic (large sample, n>30):

        ( - ((

z( = ---------



(4.4)

          ((

where: 


( is Spearman’s correlation coefficient 



(( = 0


(( = 1-((n-1)

As you could see from the above, a small sample is defined as a data set of up to thirty data points and a large sample is defined as a data set of more than thirty data points. If we have a small sample, the value of ( needs to be calculated and then compared to a critical value from Spearman’s distribution (a copy of Spearman’s distribution table is given in Appendix 2). On the other hand, if the data set consists of more than thirty observations, then relation 4.4 also needs to be used after the value of ( has been computed. The value of z( should then be compared to a critical value from the normal distribution in the same way as before. In both cases, we will have enough evidence to reject the null hypothesis if the absolute value of ( (or z() is larger than the critical value in Spearman's distribution (or the normal distribution).

Now let’s go back to the burglary rate example and use relation 4.3. As you could see from relation 4.3, the formula ranks the values of Yt in ascending order and then calculates the difference between period t and the rank of Yt (t-Yt) to produce dt. The formula then squares each value of dt and calculates the sum of the values of dt2. The following table shows how this procedure was applied on the burglary rate data. A list of the relevant Excel functions can be found in the last part of this section.

Table 4.4 Daniel’s test

	      T
	     Yt 
	Rank of Yt
	       dt
	       dt2

	      1
	    1.37
	       1
	       0
	       0

	      2
	    2.96
	       9
	      -7
	      49

	      3
	    1.91
	       2
	       1
	       1

	      4
	    3.10
	      11
	      -7
	      49

	      5
	    2.08
	       4
	       1
	       1

	      6
	    2.54
	       5
	       1
	       1

	      7
	    4.07
	      17
	     -10
	     100

	      8
	    3.62
	      14
	      -6
	      36

	      9
	    2.91
	       8
	       1
	       1

	     10
	    1.94
	       3
	       7
	      49

	     11
	    3.96
	      16
	      -5
	      25

	     12
	    4.19
	      19
	      -7
	      49

	     13
	    2.71
	       7
	       6
	      36

	     14
	    3.42
	      12
	       2
	       4

	     15
	    3.02
	      10
	       5
	      25

	     16
	    3.54
	      13
	       3
	       9

	     17
	    2.66
	       6
	      11
	     121

	     18
	    4.11
	      18
	       0
	       0

	     19
	    4.25
	      20
	      -1
	       1

	     20
	    3.76
	      15
	       5
	      25

	
	
	
	   (dt2 =


	     582


Using relation 4.3 we calculate the value of ( to be 0.56. Now refer to Spearman’s distribution table shown in Appendix 2 (the reason we use this distribution rather than the normal distribution is that the sample has fewer than thirty observations). As the number of observations is twenty, we use the row corresponding to n=20. For a significance level of 5% we use the column corresponding 0.025 (that is 5% split into two). The intersection of the fourth column and the 20th row gives the value of 0.4451, which is the critical value in the distribution.

Since the value of ( (0.56) is larger than the critical value in Spearman's distribution (0.4451), we have enough evidence to reject the null hypothesis and to conclude with 95% confidence that the series has a trend.

Notice that this test has produced different results to those produced by the turning points and sign tests.

Kendall’s test

A test nearly equivalent to Daniel’s may be derived from Kendall’s correlation coefficient ((). This test examines the n(n-1)/2 possible pairs that can be constructed from the data points in the series. 

This test is based on the fact that an observation from an upward-trending series will tend to be larger than earlier observations and smaller than later ones. On the other hand, an observation from a downward-trending series will tend to be smaller than earlier observations and larger than later ones.

Suppose that we describe an upward pair as a pair in which the later observation is larger than the earlier one, and a downward pair as a pair in which the earlier observation is the greater of the two. If we denote the number of upward pairs by Nu and the number of downward pairs by Nd then:

· For a no-trend series there would be about the same number of upward and 

    downward pairs. In this case Nu - Nd = 0.

· For an upward-trending series, the number of upward pairs would be greater 
   than the number of downward pairs. In this case Nu - Nd > 0.

· For a downward-trending series, the number of upward pairs would be 
  
   smaller than the number of downward pairs. In this case Nu - Nd < 0.

Kendall’s test uses the following statistic:


Test statistic (small sample, n(10):


      Nu - Nd

( = -----------



(4.5)

or


      n(n - 1)/2



   4Nd

( = 1 - -----------


(4.6)

or


      
 n(n - 1)


         4Nu

( = ----------- - 1


(4.7)



        n(n - 1)

 
where: 


Nu is the number of upward pairs in a series on n observations


Nd is the number of downward pairs in a series on n observations


n is the number of observations


Test statistic (large sample, n>10):


        ( - ((

z( = ---------



(4.8)


          ((

where: 


( is Kendall’s correlation coefficient 



(( = 0


(( = ([2(2n+5)/9n(n-1)]

A small sample is this time defined as a data set of up to ten data points and a large sample is defined as a data set of more than ten data points. If we have a small sample, the value of ( needs to be calculated and then compared to a critical value in Kendall’s distribution (a copy of Kendall’s distribution table is included in Appendix 3). On the other hand, if the data set consists of more than ten data points, then relation 4.8 also needs to be used after the value of ( has been computed. The value of z( could then be compared to a critical value in the normal distribution in the same way as before. In both cases, we will have enough evidence to reject the null hypothesis if the absolute value of ( (or z() is larger than the critical value in Kendall's distribution (or the normal distribution).

Let’s now go back to the burglary rate case to see how Kendall’s test could be used to examine whether the series has a trend. Relations 4.5, 4.6 and 4.7 are all equivalent, so it doesn’t matter which of the three we use (although using relation 4.5 will be more time consuming as it requires both Nu and Nd to be calculated). Let's use relation  

4.7 which requires the calculation of Nu.

Nu is the number of upward pairs in the series. This means that if we take the Yt value for period 1, we are looking for the number of Yt values following on from that period which are larger than the Yt value of the current period. As Y1 = 1.37 there are a total of 19 values after period 1 which are greater than 1.37. Similarly, there are a total of 11 values after period 2 which are greater than 2.96 and so on. The following table shows how this procedure has been applied to the burglary rate example. The relevant Excel functions can be found in the last part of this section.

Table 4.5 Kendall’s test

	       T
	     Yt
	     No of Nu

	      1
	    1.37
	        19

	      2
	    2.96
	        11

	      3
	    1.91
	        17

	      4
	    3.10
	         9

	      5
	    2.08
	        14

	      6
	    2.54
	        13

	      7
	    4.07
	         3

	      8
	    3.62
	         5

	      9
	    2.91
	         8

	     10
	    1.94
	        10

	     11
	    3.96
	         3

	     12
	    4.19
	         1

	     13
	    2.71
	         6

	     14
	    3.42
	         4

	     15
	    3.02
	         4

	     16
	    3.54
	         3

	     17
	    2.66
	         3

	     18
	    4.11
	         1

	     19
	    4.25
	         0

	     20
	    3.76
	         0

	
	
	  Nu = 134


Using relations 4.7 and 4.8 (this is because the data set has more than ten data values) we calculate the value of z( is 2.53. Since this value is larger than the critical value in the normal distribution (1.96), we have enough evidence to reject the null hypothesis and to conclude with 95% confidence that the series has a trend.

This test has therefore produced the same result as Daniel's test but different results to those produced by the turning points and sign tests.

Conclusion

This section has introduced four non-parametric tests that can be used to examine whether a time series has a trend. Knowing whether a series has a trend or not is important, as it can help the forecaster select an appropriate forecasting method (some forecasting methods work better if the series has a trend whereas others are more suitable in situations where the series has no trend).   

When applied to the same data set, two of the four tests used in this section (turning points test and sign test) concluded that the series had no trend, whereas the other two (Daniel's test and Kendall's test) concluded that the series had a trend. Remember that statistical tests are used to provide evidence and not to determine something with certainty. Contradictory results are sometimes possible, particularly when the series does not follow a strong trend pattern. The forecaster should not therefore blindly rely on the results produced by these tests and only use those as part of his or her analysis. 

A wide range of other statistical tests for trend, as well as statistical tests for seasonality, are discussed in Farnum & Stanton (Farnum N.R. & Stanton L.W., (1989), Quantitative Forecasting Methods, PWS-KENT).

EXCEL APPLICATIONS
To calculate the first difference between two values in a data set of 10 values appearing in cells A1 to A10:

1. Click on B2 

2. Type =(A2-A1)
3. Copy the formula to the other cells

To determine whether the first difference between two values in a data set of 10 values appearing in cells A1 to A10 is positive or negative:

1. Click on C2  

2. Type =IF(B2>0,"+","-")
3. Copy the formula to the other cells

To count the number of positive first differences in the same data set:

1. Click on an empty cell  

2. Type =COUNTIF(C2:C10,"+")
To determine whether there is a turning point between two values in a data set of 10 values appearing in cells A1 to A10:

1. Click on D2  

2. Type =IF(C2=C3,"","TP")
3. Copy the formula to the other cells but not to the last cell
To count the number of turning points in the same data set:

1. Click on an empty cell  

2. Type =COUNTIF(D2:D9,"TP")
To rank in ascending order a data set of 10 values appearing in cells A1 to A10:

1. Click on E2 

2. Type =RANK(A1,$A$1:$A$10,1)
3. Copy the formula to the other cells

To rank in descending order a data set of 10 values appearing in cells A1 to A10:

1. Click on F2

2. Type =RANK(A1,$A$1:$A$10)
3. Copy the formula to the other cells

To find the number of observations where the data values for later periods are greater than that for the current period in a data set of 10 values appearing in cells A1 to A10:

1. Click on G2 

2. Type =RANK(A1,A1:$A$10)-1
3. Copy the formula to the other cells

To find the number of observations where the data values for later periods are smaller than that for the current period in a data set of 10 values appearing in cells A1 to A10:

1. Click on I2 

2. Type =RANK(A1,A1:$A$10,1)-1
3. Copy the formula to the other cells

PROBLEMS
Problem 1

In order to determine subscribers’ experience with various products, a consumer research agency makes annual mailings of questionnaires. As part of a study of the return rate for these questionnaires, the following data was collected from a particular region between 1981 and 2000.


Year
      Return rate (%)

Year
      Return rate (%)

1981

  9.4


1991

14.0


1982

14.9


1992

10.0





1983

11.1


1993

12.8


1984

10.6


1994

10.9


1985

15.1


1995

  9.2


1986

  8.9


1996

11.1


1987

12.6


1997

12.5


1988

13.0


1998

12.6


1989

17.3


1999

13.9


1990

13.3


2000

10.4

Examine whether the above series has a trend by plotting the data on a scatter diagram. Then use the four tests covered in this section to statistically examine whether the series has a trend. 

Problem 2

Refer to problem 1 and now consider the following data set which has been collected from a different region for the same time period.


Year
      Return rate (%)

Year
      Return rate (%)


1981

17.2


1991

16.6


1982

16.4


1992

15.9





1983

16.2


1993

17.6


1984

18.3


1994

18.5


1985

18.4


1995

16.8


1986

16.9


1996

17.8


1987

17.6


1997

17.8


1988

18.1


1998

18.8


1989

19.2


1999

19.5


1990

18.3


2000

17.9

Examine whether the above series has a trend both graphically and by using the four tests covered in this section.
APPENDIX 1: THE NORMAL DISTRIBUTION TABLE

[image: image1.png]Table of Afeas for STARdGIaN

Mean

For z = 1.93, shaded area is 4732 out of total area of 1.

z .00 .01 .02 .03 04 .05 .06 .07 .08 .09
0.0 .0000 0040 0080 0120 0160 0199 .0239 0279 .0319 .0359
0.1 .0398 0438 0478 0517 0557 0596 0636 .0675 0714 0753
02 .0793 0832 0871 .0910 0948 0987 1026 .1064 .1103 .1141
0.3 1179 1217 1255 1293 1331 1368 1406 .1443 1480 .1517
04 1554 1591 1628 .1664 1700 1736 1772 1808 .1844  .1879
05 .1915 1950 1985 2019 2054 2088 2123 2157 2190 2224
06 2257 2291 2324 2357 2389 2422 2454 2486 2518 2549
07 2580 2612 2642 2673 2704 2734 2764 2794 2823 2852
0.8 2881 2910 2939 2967 2995 3023 3051 3078 3106 3133
09 3159 3186 3212 3238 3264 3289 3315 3340 3365 3389
1.0 3413 3438 3461 3485 3508 3531 3554 3577 3599 3621
L1 3643 3665 3686 3708 3729 3749 3770 3790 3810 3830
1.2 3849 3869 3888 3907 3925 3944 3962 3980 3997 4015
1.3 4032 4049 4066 4082 4099 4115 4131 4147 4162 4177
14 4192 4207 4222 4236 4251 4265 4279 4292 4306 4319
1.5 4332 4345 4357 4370 4382 4394 4406 4418 4429 4441
1.6 4452 4463 4474 4484 4495 4505 4515 4525 4535 4545
17 4554 4564 4573 4582 4591 4599 4608 4616 4625 4633
1.8 4641 4649 4656 4664 4671 4678 4686 4693 4699 4706
1.9 4713 4719 4726 4732 4738 4744 4750 4756 5761 4767
20 4772 4778 4783 4788 4793 4798 4803 4808 4812 4817
2.1 4821 4826 4830 4834 4838 4842 4846 4850 4854 4857
22 4861 4864 4868 4871 4875 4878 4881 4884 4887 4890
23 4893 4806 4808 4901 4904 4906 4909 4911 4913 4916
24 4918 4920 4922 4925 4927 4929 4931 4932 4934 4936
25 4938 4940 4941 4943 4945 4946 4948 4949 4951 4952
26 4953 4955 4956 4957 4950 4960 4961 4962 4963 4964
27 4965 4966 4967 4968 4969 4970 4971 4972 4973 4974
28 4974 4975 4976 4977 4977 4978 4979 4979 4898 4981
29 4981 4982 4982 4983 4984 4984 4985 4985 4986 4986
3.0 49865 4987 4987 4988 4980 4989 4989 4989 4990 4990
4.0 4999683




Source: Hanke et al (2001) Business Forecasting, Prentice Hall.

APPENDIX 2: SPEARMAN’S DISTRIBUTION TABLE

	
	0.001
	0.005
	0.010
	0.025
	0.050
	0.100
	One-tailed test 

	n
	0.002
	0.010
	0.020
	0.050
	0.100
	0.200
	Two-tailed test 

	4
	-
	-
	-
	-
	0.8000
	0.8000
	

	5
	-
	-
	0.9090
	0.9000
	0.8000
	0.7000
	

	6
	-
	0.9429
	0.8857
	0.8286
	0.7714
	0.6000
	

	7
	0.9643
	0.8929
	0.8571
	0.7450
	0.6786
	0.5357
	

	8
	0.9286
	0.8571
	0.8095
	0.7143
	0.619
	0.5000
	

	9
	0.9000
	0.8167
	0.7667
	0.6833
	0.5833
	0.4667
	

	10
	0.8667
	0.7818
	0.7333
	0.6364
	0.5515
	0.4424
	

	11
	0.8364
	0.7545
	0.7000
	0.6091
	0.5273
	0.4182
	

	12
	0.8182
	0.7273
	0.6713
	0.5804
	0.4965
	0.3986
	

	13
	0.7912
	0.6978
	0.6429
	0.5549
	0.4780
	0.3791
	

	14
	0.7670
	0.6747
	0.6220
	0.5341
	0.4593
	0.3626
	

	15
	0.7464
	0.6536
	0.6000
	0.5179
	0.4429
	0.3500
	

	16
	0.7265
	0.6324
	0.5824
	0.5000
	0.4265
	0.3382
	

	17
	0.7083
	0.6152
	0.5637
	0.4853
	0.4118
	0.3260
	

	18
	0.6904
	0.5975
	0.5480
	0.4716
	0.3994
	0.3148
	

	19
	0.6737
	0.5825
	0.5333
	0.4579
	0.3895
	0.3070
	

	20
	0.6586
	0.5684
	0.5203
	0.4451
	0.3789
	0.2977
	

	21
	0.6455
	0.5545
	0.5078
	0.4351
	0.3688
	0.2909
	

	22
	0.6318
	0.5426
	0.4963
	0.4241
	0.3597
	0.2829
	

	23
	0.6186
	0.5306
	0.4852
	0.4150
	0.3518
	0.2767
	

	24
	0.6070
	0.5200
	0.4748
	0.4061
	0.3435
	0.2704
	

	25
	0.5962
	0.5100
	0.4654
	0.3977
	0.3362
	0.2646
	

	26
	0.5886
	0.5002
	0.4564
	0.3894
	0.3299
	0.2588
	

	27
	0.5757
	0.4915
	0.4481
	0.3822
	0.3236
	0.2540
	

	28
	0.5660
	0.4828
	0.4401
	0.3749
	0.3175
	0.2490
	

	29
	0.5567
	0.4744
	0.4320
	0.3685
	0.3113
	0.2443
	

	30
	0.5479
	0.4665
	0.4251
	0.3620
	0.3059
	0.2400
	


Source: Farnum N.R. & Stanton L.W., (1989), Quantitative Forecasting Methods, PWS-KENT. 

APPENDIX 3: KENDALL’S DISTRIBUTION TABLE

	n
	0.1
	0.05

	4
	0.67
	0.67

	5
	0.60
	0.60

	6
	0.47
	0.60

	7
	0.43
	0.52

	8
	0.36
	0.50

	9
	0.33
	0.44

	10
	0.33
	0.42


	n
	0.025
	0.01
	0.05

	4
	-
	-
	-

	5
	0.80
	0.80
	-

	6
	0.73
	0.73
	0.87

	7
	0.62
	0.71
	0.81

	8
	0.57
	0.64
	0.71

	9
	0.50
	0.61
	0.67

	10
	0.47
	0.56
	0.60


Source: Farnum N.R. & Stanton L.W., (1989), Quantitative Forecasting Methods, PWS-KENT. 
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