TESTING THE REGRESSION MODEL
Introduction

As it was explained in the previous section, regression analysis aims to find the line that provides the best approximation for the relationship between the dependent and the independent variable. This line (whether straight or curved) is fitted on the data in such a way so that the sum of the squared distances between the actual data values and the predicted values of the dependent variable is minimised.

Once a regression model has been developed it should then be tested. In other words, the forecaster should test how well the model has fitted the data. A regression model which has given a good fit is expected to produce accurate forecasts, at least within the given range of values of the independent variable.

This section introduces a number of graphical and statistical tests which can be used to test the regression model. 

When you have worked through this section, you should be able to:

· Produce graphs of residuals and interpret them.

· Compute and interpret the values of the standard error of the estimate and the coefficient of determination.

· Become familiar with the basic concepts of hypothesis testing.

· Test a hypothesis using appropriate statistical tests.

Residual analysis using graphical means
When a prediction is made using a regression model, there is normally an error associated with that prediction. The error of the prediction is the difference between the actual data value and the predicted value of the dependent variable for a particular observation. This difference is also known as residual.

Regression analysis assumes that the residuals are normally distributed. To test this assumption graphically we simply need to plot the residuals against the values of the predictor. If the resulting graph does not show any pattern, then there is evidence that the above condition has been satisfied. If, on the other hand, a pattern can be seen in the residuals, then we should consider changing the degree of the regression equation or adding more predictors to the regression model. 

Consider the following two graphs. In the first graph the residuals are randomly distributed. In the second graph, on the other hand, the residuals have a pattern, which suggests that a non-linear or a multiple regression model should be considered. 

Graph 3.1 Residual plot 1
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Graph 3.2 Residual plot 2
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Other types of graphical residual analysis include plotting the residuals against the predicted values of the response variable and plotting the actual values of the response variable against its predicted values. Graphical analysis of the residuals is generally thought to be an excellent diagnostic tool and may lead to suggestions of structure or point to information in the data that might be missed or overlooked if only basic summary statistics were evaluated.

Residual analysis using statistical means
Another type of residual analysis is through the use of the standard error of the estimate (Se). Se is a measure of the spread of actual data about the fitted line in the Y direction and it is analogous to the standard deviation of a sample of data.

In other words, Se measures the amount by which the actual values of Y differ from the estimated values of Y. For relatively large samples, we would expect about 67% of the differences to be within one Se of zero and about 95% of these differences to be within two Se of zero. Se can therefore be thought of as a single measurement of the regression error.

If the predicted values of the dependent variable produced by the regression model are the same as the actual values of that variable for all the observations, then Se will be zero. However, since this rarely occurs in practice, the lower the value of Se the more accurate the forecasts produced by the regression model. 

A small value of Se means that all the data points lie very close to the fitted regression line. If, on the other hand, the value of Se is large, this indicates that the data points are widely dispersed around the fitted line. 

A residual can be thought of as the vertical distance from the regression line to a data point. This means that since the vertical distances from the regression line to the data points cancel each other (i.e. positive residuals and negative residuals cancel out when added together), the sum of the residuals will always be near zero. To avoid the problem of having an Se value of zero, this estimate should be calculated using the squares of the residuals rather than the residuals themselves.

Summing the squares of the residuals produces the sum of squares of error (SSE) for the regression model. This is shown in relation 3.1.


SSE = ((Y-PredictedY)2  
(3.1)

The value of Se can then be calculated as follows:


Se = ([SSE/(n-k)]

(3.2)


where: 


n is the number of observations


k is the number of variables in the model (including the response variable)

The goodness of fit of the regression line
The goodness of fit of a regression line is measured by the coefficient of determination (r2). The coefficient of determination measures the proportion of variability of the dependent variable that is accounted for or explained by the regression line. In linear regression, the coefficient of determination is the square of the correlation coefficient (this however does not apply to non-linear regression).

If, for example, correlation analysis has produced a correlation coefficient value of 

-0.73 (indicating some negative linear relationship between the two variables), the resulting value of the coefficient of determination relating to a linear regression model will be 0.5329. This means that 53.29% of the variation in the dependent variable can be explained by the fitted equation. The remaining 46.71% of the variation is caused by unexplained factors.

Hypothesis testing

A regression model is always based on sample data. In the case of the advertising cost example discussed in the previous section, a linear regression model was developed based on a random sample of 10 data values. The sample regression line was an estimate of the population regression line based on that sample. Other random samples of 10 data values would produce different fitted regression lines.

Hypothesis testing examines whether the relationship between X and Y holds for all choices of X&Y pairs. In other words, we are based on the sample evidence to examine whether a true relation holds for all X and Y.

As we have seen in the previous section, a simple linear regression model for a sample of data has the form Predicted Y = b0 + b1X, where b0 and b1 are the intercept and the slope of the sample regression line. A linear regression model for the entire population, on the other hand, would have the form Predicted Y = (0 + (1X, where (0 and (1 are the intercept and the slope of the population regression line. 

In hypothesis testing we need to form a hypothesis (the null hypothesis) using our sample data. The null hypothesis (denoted by H0) will be that the slope of the population regression line (1 is equal to zero, indicating that there is no relation between X and Y in the population. This is because if the slope of the regression line is equal to zero, the predicted value of Y will be the same regardless of the value of X (i.e. the value of X will not be predicting the value of Y). In that case the regression line will be a horizontal line starting from the value of the intercept. 

The alternative hypothesis (denoted by H1 or Ha) will be that the slope of the population regression line (1 is significantly different from zero, indicating that there is a relation between X and Y in the population. 

The two hypotheses can therefore be expressed as follows:


H0 : (1 = 0


H1 : (1 <> 0

In hypothesis testing two outcomes are possible: we either have enough evidence to reject the null hypothesis or not. Rejecting the null hypothesis means that a relation between X and Y in the population exists. Failing to reject the null hypothesis means that, in spite of the fact that the sample has produced a fitted line with a non-zero value for b1, we must conclude that there is not sufficient evidence to indicate Y is related to X. 

The above hypothesis can be tested using a t test or an F test. These are two relevant tests which can indicate whether there is a true relation between X and Y. Both these tests are part of the regression output produced by Excel. As an example consider the following regression output which corresponds to a linear regression model developed for the advertising cost example that was introduced in the previous section (the last part of this section explains how this output is produced in Excel). 

Table 3.1 Regression output for advertising cost data

	SUMMARY OUTPUT
	
	
	
	

	
	
	
	
	
	

	Regression Statistics
	
	
	
	

	Multiple R
	0.948187931
	
	
	
	

	R Square
	0.899060352
	
	
	
	

	Adjusted R Square
	0.886442896
	
	
	
	

	Standard Error
	2.73880952
	
	
	
	

	Observations
	10
	
	
	
	

	
	
	
	
	
	

	ANOVA
	
	
	
	
	

	 
	Df
	SS
	MS
	F
	Significance F

	Regression
	1
	534.4913793
	534.4913793
	71.25527941
	2.96101E-05

	Residual
	8
	60.00862069
	7.501077586
	
	

	Total
	9
	594.5
	
	
	

	
	
	
	
	
	

	 
	Coefficients
	Standard Error
	t Stat
	P-value
	

	Intercept
	8.327586207
	2.211025401
	3.766391016
	0.005493904
	

	X Variable 1
	2.146551724
	0.25429208
	8.441284228
	2.96101E-05
	

	
	
	
	
	
	

	 
	Lower 95%
	Upper 95%
	Lower 95.0%
	Upper 95.0%
	

	Intercept
	3.228949192
	13.42622322
	3.228949192
	13.42622322
	

	X Variable 1
	1.560152757
	2.732950691
	1.560152757
	2.732950691
	


The above regression output provides us with all the information we need in order to assess the suitability of the regression model. This output gives the values of (0 (8.33) and (1 (2.15), and a range of other useful statistics including the correlation coefficient (r=0.95), the coefficient of determination (r2=0.90) and the standard error of the estimate (Se = 2.74). 

The regression output has also produced the values of the t and F statistics (t=8.44, F=71.25). These values will now be used to test the null hypothesis that (1=0.

The t value from the regression output has been found to be 8.44 (note that we use the value associated with the X variable and not with the intercept). This value needs to be compared to the critical value taken from the t distribution table. A critical value is the point which separates the rejection region of the distribution (the area where we reject the null hypothesis) from the non-rejection region (the area where we do not reject the null hypothesis). If the absolute value of t is larger than the critical value, then there is enough evidence to reject the null hypothesis and to conclude that Y is related to X. 

A copy of the t distribution table is given in Appendix 1. The number of the degrees of freedom (df) in the t distribution table is equal to the degrees of freedom associated with the sum of squares due to error (residual). This value has been found to be 8, which for a significance level of 5% corresponds to the value of 2.306 on the t distribution table. This is the critical value in the t distribution.

The critical values given in the t distribution table have been given at five different levels of significance. The significance level (denoted by () shows the probability of rejecting a true null hypothesis (i.e. rejecting the null hypothesis where we shouldn’t be rejecting it). In this case we take the significance level to be 5% (which is the percentage normally used) and we split it into two, so that 2.5% (or 0.025) is taken in each tail of the distribution (this is the reason why the column associated with 0.025 was chosen). That 5% corresponds to the rejection region of the distribution.

As the value of t (8.44) is greater than the critical value in the t distribution (2.306), we have enough evidence to reject the null hypothesis and conclude that Y is related to X. We can then say that the test has shown with 95% confidence (i.e. 100-() that Y is related to X.

The same outcome will be obtained if an F test is used. The F value has been found to be 71.25. This value needs to be compared to the critical value taken from the F distribution table. If the value of F is larger than the critical value in the F distribution, then there is enough evidence to reject the null hypothesis and to conclude that Y is related to X. 

A copy of the F distribution table is given in Appendix 2. In that table, the number of the numerator degrees of freedom (the columns of the table) is equal to the degrees of freedom associated with the sum of squares due to regression. The number of the denominator degrees of freedom (the rows of the table) is equal to the degrees of freedom associated with the sum of squares due to error (residual). The regression output has given the number of degrees of freedom due to regression to be 1 and the number of degrees of freedom due to residual to be 8. 

If we use a significance level of 5% (which was the one used in the t test), then the critical value in the distribution will be 5.32 (this is the value at the intersection of the first column and the eighth row). Note that in this case we can choose a significance level of 5% or 1% depending on what percentage we want to take as the probability of rejecting a true null hypothesis.

As the value of F (71.25) is greater than the critical value in the F distribution (5.32), we have enough evidence to reject the null hypothesis and conclude that Y is related to X. We can then say that the test has shown with 95% confidence (i.e. 100-() that Y is related to X.

We can notice that, ignoring rounding error, F = t2. Moreover, for a given significance level (5% in this case) and ignoring rounding error, the critical value from the F distribution equals the critical value from the t distribution squared. This indicates that, for a given significance level, the F test rejects the null hypothesis whenever the t test does and vice versa.

EXCEL APPLICATIONS
To produce the complete regression output:

1. Click on Tools.

2. Click on Data Analysis.

3. Click on Regression.

4. Click inside the Input Y Range box and then select the values of the Y variable (not the heading).

5. Click inside the Input X Range box and then select the values of the X variable (not the heading).

6. Click on the Output Range and then click inside the Output Range box and enter the location where the regression output will appear (make sure that there is enough empty space to take all the output).

7. Click on Residual Plots.

8. Click on OK.

In some cases, the Data Analysis option is not available in the Tools menu. If this happens, make sure that you haven't clicked on any of the graphs in your spreadsheet, then go to Tools, click on Add-Ins and make sure that the Analysis ToolPak has been ticked. The Data Analysis option should then be available to use.

PROBLEMS

Problem 1

Refer to the fast food data given in the previous section and re-printed here. 

     Competitors
Sales 



   1

 3600



   1

 3300



   2

 3100



   3

 2900



   3

 2700



   5

 2300



   5

 2000



   6

 1800

Use Excel to develop a linear regression model to relate sales to the number of competitors. Then produce a graph of the residuals and comment on it. Finally, interpret the values of r2 and Se produced by Excel and use a t test and an F test to test the hypothesis that (1=0. All your results must be clearly interpreted.
Problem 2

The following data shows the number of cinema admissions over a period of thirteen years.


Year
Cinema admissions (millions)

   1

104.23


   2

106.18


   3

116.45


   4

108.25


   5

111.67


   6

126.82


   7

127.42


   8

122.19


   9

125.54


  10

131.76


  11

134.34


  12

129.10


  13

128.56
Use Excel to develop a linear regression model that could be used to predict the number of cinema admissions. Then produce and clearly interpret the graph of the residuals, interpret the values of r2 and Se and use a t test and an F test to test the hypothesis that (1=0. All your results must be clearly interpreted.

APPENDIX 1: THE t DISTRIBUTION TABLE

 
[image: image1.png]Critical Values of ¢

a L100 Loso Lozs Loro Loos
L 3.078 6.314 12.706 31.821 63.657
2 1.886 2.920 4.303 6.965 9.925
3 1.638 2353 3182 4.541 5.841
4 1.533 2132 2776 3747 4.604
- 1.476 2,015 2571 3.365 4.032
6 1.440 1.943 2447 3143 3.707
7 1415 1.895 2365 2.998 3.499
8 1.397 1.860 2306 3.896 3355
9 1383 1.833 2262 2821 3.250

10 1.372 1.812 2228 2764 3.169

11 1.363 1.796 2201 2718 3.106

12 1.356 1782 2179 2681 3.055

13 1.350 1771 2.160 2650 3.012

14 1345 1.761 2145 2624 2977

15 1341 1753 2131 2.602 2,947

16 1337 1.746 2120 2.583 2921

17 1333 1.740 2110 2.567 2.898

18 1330 1.734 2101 2552 2878

19 1328 1.729 2093 2.529 2.861

20 1.325 1725 2.086 2.528 2.845

21 1.323 1721 2080 2518 2.831

22 1321 1.717 2.074 2.508 2.819

23 1319 1714 2,069 2.500 2.807

24 1318 1711 2.064 2492 2797

25 1.316 1.708 2.060 2485 2787

26 1315 1.706 2,056 2479 2779

27 1314 1.703 2,052 2473 2771

28 1313 1.701 2,048 2467 2763

29 1311 1.699 2,045 2462 2756

inf. 1.282 1.645 1.960 2326 2.576





Source: Hanke et al (2001) Business Forecasting, Prentice Hall.

APPENDIX 2: THE F DISTRIBUTION TABLE


[image: image2.png]For example, the F scale value for 8, =3, 8, =

F value corresponding to area .05 in right tail in lightface type.
F value corresponding to area .01 in right tail in boldface type.

10 corresponding to area .01 in right tail is 6.55.

83 8y, Numerator Degrees of Freedom
Denominator
Degrees of
Freedom 1 2 3 4 5 6 7 8 9 10
1 161 200 216 225 230 234 237 239 241 242
4,052 4,999 5403 5625 5764 5859 5928 5981 6,022 6,056
2 1851 19.00 19.6 1925 1930 1933 1936 1937 1938 1939
98.49  99.00 99.17 9925 99.30 9933 99.36 99.37 99.39 99.40
3 1013 955 928 912 901 894 888 884 881 878
3412 3082 2946 2871 2824 2791 2767 2749 2734 2723
4 771 694 659 639 626 616 609 604 600 59
2120 18.00 1669 1598 1552 1521 1498 1480 14.66 14.54
5 6.61 579 541 519 505 495 48 48 478 474
1626 1327 12.06 1139 1097 10.67 1045 1029 1015 10.05
6 599 514 476 453 439 428 421 415 410 406
13.74 1092 978 915 875 847 826 810 798 7.87
7 559 474 435 412 397 387 379 373 3.68 3.63
1225 955 845 785 746 719 700 684 671 6.62
8 532 446 407 384 369 358 350 344 339 334
1126 865 759 701 663 637 619 603 591 582
9 512 426 386 363 348 337 329 323 318 313
10.56 802 699 642 606 580 562 547 535 526
10 496 410 371 348 333 322 314 307 302 297
1004 756 655 599 564 539 521 506 495 485
1L 4.84 398 359 336 320 309 301 295 290 286
965 720 622 567 532 507 488 474 463 454





[image: image3.png]55 5;, Numerator Degrees of Freedom
Denominator
Degrees of
Freedom 1 2 3 4 5 6 7 8 9 10
12 475 388 349 326 311 300 292 285 280 276
933 693 595 541 506 482 465 450 439 430
13 467 380 341 318 302 292 284 277 272 267
9.07 670 574 520 486 462 444 430 419 410
14 460 374 334 311 296 285 277 270 265 260
886 651 556 503 469 446 428 414 403 394
15 454 368 329 306 290 279 270 264 259 255
868 636 542 489 456 432 414 400 389 380
16 449 336 324 301 285 274 266 259 254 249
853 623 529 477 444 420 403 389 378 369
7 445 359 320 296 281 270 262 255 250 245
840 611 518 467 434 410 393 379 368 359
18 441 355 316 293 277 266 258 251 246 241
828 601 509 458 425 401 385 371 360 351
19 438 352 303 290 274 263 255 248 243 238
818 593 501 450 417 394 377 363 352 343
20 435 349 310 287 271 260 252 245 240 235
810 585 494 443 410 387 371 356 345 337
21 432 347 307 284 268 257 249 242 237 232
802 578 487 437 404 381 365 351 340 331
p7) 430 344 305 28 266 255 247 240 235 230
794 572 482 431 399 376 359 345 335 326
px] 428 342 303 280 264 253 245 238 232 2
788 566 476 426 394 371 354 341 330 32
2% 426 340 301 278 262 251 243 236 230 226
782 561 472 422 39 367 350 336 325 317
25 424 338 299 276 260 249 241 234 228 224
777 557 468 418 386 363 346 332 321 313




Source: Hanke et al (2001) Business Forecasting, Prentice Hall.
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